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Abstract. A self-consistent, three-dimensional magnetohydrodynamic model to-
gether with time-dependent boundary conditions based on the method of character-
istics at the bottom boundary (photosphere) to accommodate the observation will be
discussed. To illustrate this model, Active Region 11117 observed by SDO/HMI is
chosen for the analyses in that the magnetic field structures and evolution of this ac-
tive region will lead to the determination of the conditions for the initiation of a solar
eruption. Specific physical parameters to be simulated are non-potential magnetic field
properties (i.e. emergence of magnetic flux (φ), the length of magnetic shear of the main
neutral line (Lss), and the total current helicity (Hc) injected into the corona). We have
found that all the non-potential magnetic field properties are necessary conditions for
a solar eruptive event, but a sufficient condition is revealed for AR11117 similar to the
AR 10720 given by Wu et al. (2009). This sufficient condition is the “fragmentation”
of the magnetic shear along the neutral line.

1. Introduction

It is very well recognized that the solar eruptions (i.e. flares and coronal mass ejections
(CMEs)) will have significant adverse effects on the Earth’s environment. These seri-
ous effects are the interruption of communication and possibly damaged power grids
(Pirjola, 2007), the safety of astronauts, and the operation of space assets. Then, the
important question to be asked is whether there is a possibility of predicting the oc-
currences of these solar eruptions. This issue has been with the solar community for
years. The recent space mission such as SDO/HMI and HINODE have made high res-
olution and high cadence measurements of solar magnetic fields which provide a great
opportunity to reveal the physical processes for solar eruptions.
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Solar eruptive events have twomain components, the coronal mass ejection (CME)
and the flare. The CME typical properties consist of 1014−15 grams of mass ejected
with velocities of 20 - 2500 km s−1, total energy of up to 1031−32 ergs. An earthward
directed CME can cause geomagnetic storms, a form of space weather 1 to 4 days
after eruption. The flare emits strongly in the X-rays and can affect the ionosphere. In
addition, the solar eruptive event can accelerate high energy particles, creating a solar
energetic particle (SEP) event, which can arrive in Earth space tens of minutes after the
flare. CME frequency depends on the solar cycle and can vary from 1 every 3 days to
3 a day. They erupt from highly magnetic sheared regions, with the worst tending to
erupt from active regions. One way to improve forecast of them is to understand the
evolution of the magnetic field properties of the source active region. The magnetic
properties to investigate are the magnetic shear, the total magnetic flux, the net current,
and the field twist as introduced by Falconer et al. (2002). Recently, Wu et al. (2009)
analyzed AR 10720 and found an additional feature that main neutral line where the
eruption occurred showed a fragmentation of the strong shear, (i.e. the degree of shear
under the eruption was nonuniform). In this study, we will apply a data-driven active
region evolution model to AR 11117 to explore these characteristics by studying the
change of magnetic properties on the solar surface of the active region.

A description of the simulation model is given in §2, a brief description of ob-
served AR 11117 in §3, and the numerical results are presented in §4. Finally the
summary is given in §5.

2. Description of the Magnetohydrodynamic (MHD) Active Region Evolution
Model

The mathematical model appropriate for the physical scenario we have referenced in
the previous section can be expressed by a set of compressible, resistive magnetohy-
drodynamic (MHD) equations identical to those given by Wu et al. (2006). This set
of governing equations consists of conservation of mass, momentum, energy and the
induction equation. The induction equation accounts for non-linear dynamic interac-
tions of plasma flow and magnetic field which produce the complex features in the solar
atmosphere. For completeness, we repeat these governing equations as follows:

∂ρ

∂t
+ ∇ · (ρu) = 0 (1)

ρ(∂u
∂t
+ u · ∇u) = −∇p + 1

4π
(∇ × B) × B + Fg − 2ρωo × u − ρωo × (ωo × r) + Ψ,

where

Ψ = − 2
3
∇(µt∇ · u) + µt[∇

2u + ∇(∇ · u)] + 2[(∇µt) · ∇]u + [(∇µt) × (∇ × u)];
(2)

∂p

∂t
+ u · ∇p + γp∇ · u = (γ − 1)∇ · Q + (γ − 1)[ηJ2 +

µ

2
(∇ · u)2]; (3)

∂B

∂t
= ∇ × (u × B) + λ(∇ × B) + η∇2B. (4)
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In these equations, ρ is the plasma mass density, u is the plasma flow velocity vec-
tor, p is the plasma thermal pressure, B is the magnetic induction vector, J is the electric
current and Q is the heat conduction. The other quantities are defined as follows: ωo
is the angular velocity of solar differential rotation referring to the center of the solar
coordinate system given by Snodgrass (1983). The meridional flow profile used here
is given by Hathaway (1996). Fg is the gravitational force, and γ, µ, λ, and η are the
specific heat ratio (1.05), the viscosity, and the coefficients of cyclonic turbulence and
effective diffusion. Finally, Ψ represents the viscous dissipation. This set of governing
equations include the inertial coriolis force (i.e. 2 ρωo × u) and the centrifugal force
(ρωo × (ωo × r)) due to the Sun’s differential rotation in Eq. (2). The terms η∇2 B and
λ(∇ × B) in Eq. (4) represent the effective diffusion due to random motion of granules
or supergranules and the cyclonic turbulence effect, respectively.

2.1. Initial and Boundary Conditions

To seek a numerical solution for Eqs (1) - (4) in the previous section, we have cast
the set of governing equations in a rectangular coordinate system. The computational
domain includes six planes (i.e. four side planes, plus top and bottom). Thus, it re-
quires prescribing boundary conditions on these six planes. Because of the dominant
features of the active region, we assume that the properties inside the active region will
propagate outward and will not be affected by the properties outside the active region
except the bottom boundary, thus the linear extrapolation is used for the top and four
side planes. In order to accommodate the time-sequence of the photospheric measure-
ments and realization of the set of governing equations being an initial boundary value
problem (Courant and Hilbert, 1953), the set of governing Partial Differential Equations
(PDEs) cover from elliptic to hyperbolic types of PDEs, and the flow regimes are in the
range from subsonic, sub-Alfvenic to supersonic, super-Alfvenic. In order to assure
the self-consistency, the method of projected characteristics originated by Nakagawa,
Hu, and Wu (1987), and Wu and Wang (1987) will be used for the derivation of bottom
boundary conditions. The detailed derivation and its resulted time-dependent boundary
conditions are given in Wu et al. (2006) which will not be repeated here. Since the
plasma flow near photosphere is sub-sonic and sub-Alfvenic, in accordance with the
characteristics theory, it allows us to prescribe 5 out of 8 physical variables (B,u, ρ,T ).
The other 3 will be computed from compatibility equations (see Appendix, Wu et al.
2006).

To implement this evolutionary simulation of the active region, there are two steps;
(i) establish a MHD equilibrium state as an initial state by using the photospheric mea-
surements as the part of bottom boundary conditions, and (ii) seeking the evolution
states of the active region using time-sequence of the photospheric measurements as
the part of bottom boundary conditions (see Fig. 1). It should be noted from Figure
1 that this numerical code can be used for obtaining MHD equilibrium and evolution
state, respectively.

2.1.1. Establishing Observationally the MHD Equilibrium State

To obtain the magnetohydrodynamic equilibrium state which represents the initial state
based on the observed quantities as the part of boundary conditions for the evolutionary
study comprises three steps: (a) to construct a trial 3D magnetic field configuration by
using pre-event magnetograms together with non-force-free model by Hu et al (2010),
or potential field model if the vector magnetogram is not available, (b) to prescribe den-
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Figure 1. Computational Flow Chart for the 3D MHD code where ’F’ and ’T’
represent the “false” and “true,” respectively. Note the upper box represents the
code to compute the equilibrium solution and the lower box is for computing the
evolutionary solution

sity distribution since there are no density measurements on the photosphere yet. The
assumed trial valules are used (see Wu et al 2006) and (c) submitting the values given
in (a) and (b) to the governing equations using the relaxation technique (Steinolfson, et
al. 1982; Roache, 1998). The equilibrium state will be obtained for any trail values of
the magnetic field, density and temperature. The criterion for the equilibrium state is
| (Ψt+1 −Ψt)/Ψt |< ε, where Ψ is physical parameters, and ε is an error measure. If the
trail values are close to the equilibrium state, then the final equilibrium solution would
rapidly converge to the equilibrium state.

2.1.2. Evolution of the Active Region Using Photospheric Measurements

To evolve the active region, we will input the photospheric measurements according to
time-dependent bottom boundary conditions. For example, the magnetic field variation
at the bottom boundary is described by a set of magnetograms. If the time cadence of
the set is the same or smaller than the time step of the numerical code (CFL condition)
then,

Bbottom(x, y, t) = Bob(x, y, t) (5)

If the time cadence is larger than the time step of the numerical code, then between two
consecutive magnetogram values, for each numerical time step, we assume the linear
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Figure 2. Left panel: Measured magnetic fields using HMI (Helioseismical Mag-
netic Imager) on-board SDO (Solar Dynamics Observatory) for AR11117, 2010 Oct
25, 22:00 UT. The arrows represent the transverse field and the gray scale indicates
the intensity of the radial field (units in Gauss). Right panel: The simulated 3D mag-
netic field configuration of AR 11117, 2010 Oct 25, 22:00 UT using the input shown
in the left panel

variation from one magnetogram to the next. For example, the magnetogram cadence
is p min, and the time step is q sec, then

Bbottom(x, y, t) = Bob(x, y, tn) + k
Bob(x, y, tn+1) − Bob(x, y, tn)

60p/q
, k = 1, 2, ...

60p

q
, (6)

where Bob is the measured magnetic fields, and subscript ”n” represents the cadence of
the magnetogram. The magnetograms are deprojected and their ambiguity is resolved
using Metcalf methods (Metcalf 1994) and Gary et al (1987) which is based on a min-
imum energy solution (i.e. potential field model). For other accessible measurements
(i.e. density, velocity, and temperature) a similar expression to Eq. (6) applies.

2.2. Numerical Techniques

The numerical scheme used for this code is the classical Total Variation Diminishing
(TVD) Lax–Friedrich formulation (Toth and Odstricil 1996). This scheme is able to
achieve dependent variable solutions, ”temporally and spatially,” to second order ac-
curacy which is important to limit numerical error for physical realistic solution. To
achieve the second order temporal accuracy, the Hancock predictor and corrector step
(Yee, 1989) are used. The divergence clearing procedure given by Powell (1994) is also
implemented in the code to assure satisfactory of the solenoidal condition. A compu-
tational flow diagram, that follows the initialization procedure described in §2.1.1, is
given in Figure 1.

3. Description of NOAA AR 11117

Active Region NOAA AR11117 was recorded by SDO/HMI and H-alpha when it first
appeared on 2010 Oct 20 near the east limb. It is a fast evolving AR because of the
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Figure 3. The simulated evolution of the length of strong magnetic shear of the
main neutral line of AR 11117, 2010 Oct 25, at 00:00 UT (upper left), 14:00 UT
(upper right), 19:00 UT (lower left), and 22:00 UT (lower right). Note the white line
represent the portions of the neutral line that has strong magnetic shear (> 45◦). The
shear is the angle between the actual and potential magnetic field in the plane of the
solar surface.

magnetic flux emerging during the period 2010 Oct 21-29, which triggers the photo-
spheric surface dynamo. A confined C-2 flare occurred around 22:10UT on 2010 Oct
25. Figure 2 (left panel) shows the transverse field (arrows) and vertical field intensity
measured by HMI on board SDO. In this study, we will focus our simulation in and
around this time period. The simulation results are given in the next section.

4. Simulation Results

Following the procedures outlined in §2, we input the measured three components of
magnetic field of AR11117 (see Fig. 2 (left panel)) together with assumed density
distribution and constant temperature (105 K) to seek MHD equilibrium state. Using
these simulated magnetic field, velocity field, density and temperature, we are able to
construct the physical parameters discussed as follows: Figure 2 (right panel) shows the
3D magnetic field configuration at 22:00 UT, 2010 Oct 25. It exhibits the complexity
of fields which is classified as the Beta-gamma region by Big Bear Solar Observatory
(BBSO). The amount of free magnetic energy has reached up to ∼ 1.2 × 1032 ergs
which possesses the energy of a typical flare. It is worth noting that a C-2 flare appears
at 22:10UT. Figure 3 shows the buildup of the strong magnetic shear length during day
of Oct 25. The strong magnetic shear length is defined by the length having a shear
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Figure 4. The variation of the shear angle along the fragmented neutral line (Fig
2) for AR11117, 2010 Oct 27 14:00 UT. The red line shows the spatial average of
the shear angle (40” smoothing), and the green line is the standard deviation of the
shear angle during the period of the day
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Figure 5. The simulated current helicity of AR11117 at 14:00 UT (left) and 22:00
UT (right), 2010 Oct 25.

angle larger than 45 ◦ and transverse field larger than 300 G (Falconer et al. 2002). It is
clearly recognized that the magnetic shear length builds up step-by-step. At 22:00 UT
the portions of the neutral line that has strong shear becomes fragmented in comparison
to the previous time (19:00 UT). A C-2 flare occured at 22:10 UT. A similar feature was
first simulated by Wu et al. (2009). To understand this fragmentation (or non-uniform)
shear we use the measured magnetic field to construct the variation of the shear angle
along the major neutral line as shown in Figure 4, which shows significant variation of
the shear angle.

Finally, we show the change of total current helicity immediately before the ob-
served C-2 flare in Figure 5 which shows an increasing swirling motion at the flaring
location.

5. Summary

Recently, Wu et al (2009) found that before a major flare in AR 10720, the strong shear
along the neutral line becomes fragmented. In this study, we use the same analysis
method with a different active region (i.e. AR11117), and we found a similar frag-
mentation (i.e. a strong shear line feature also appeared as shown in Figure 3) which
clearly indicates that the shear along the neutral line builds up until 19:00 UT, and then
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becomes fragmented by 22:00 UT, and a C2 flare occurs at 22:10 UT. By looking at our
simulation results including Fig. 5 which shows the increasing of the swirling motion
of the current helicity near the flare site, we speculate that it could trigger the magne-
tohydrodynamic instability leading to final eruption. But we have not examined this
feature fully yet, which will construe our future investigation.
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