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ABSTRACT

In this paper, we have used a three-dimensional numerical magnetohydrodynamics model to study the reconnection process between
magnetic cloud and heliospheric current sheet. Within a steady-state heliospheric model that gives a reasonable large-scale structure
of the solar wind near solar minimum, we injected a spherical plasmoid to mimic a magnetic cloud. When the magnetic cloud
moves to the heliospheric current sheet, the dynamic process causes the current sheet to become gradually thinner and the magnetic
reconnection begin. The numerical simulation can reproduce the basic characteristics of the magnetic reconnection, such as the
correlated/anticorrelated signatures in V and B passing a reconnection exhaust. Depending on the initial magnetic helicity of the
cloud, magnetic reconnection occurs at points along the boundary of the two systems where antiparallel field lines are forced together.
We find the magnetic filed and velocity in the MC have a effect on the reconnection rate, and the magnitude of velocity can also effect
the beginning time of reconnection. These results are helpful in understanding and identifying the dynamic process occurring between
the magnetic cloud and the heliospheric current sheet.

Key words. Sun: coronal mass ejections (CMEs) – Sun: heliosphere

1. Introduction

Magnetic reconnection is a fundamental plasma process in
which magnetic field changes its topology and magnetic
field energy is converted into kinetic and thermal energies
(Odstrcil & Karlicky 1997; Wei et al. 2005). It is widely
accepted that magnetic reconnection is significant in the uni-
verse, including solar eruptions, geomagnetic substorms and
tokamak disruptions (Ugai 2001; Zhang et al. 2011). Reconnec-
tion leads to the quickly release of plasma energy stored in
the magnetic field, the formation of current sheet and magnetic
cloud (MC) in solar corona. It can also leads to the forma-
tion of “open” interplanetary magnetospheric field structures and
the magnetic flux transfer events at the dayside magnetopause,
which plays an important role in the Earth’s space weather sys-
tem (Wei et al. 1997).

In the years since reconnection was first discovered, there
have been suggestions that the process might also occur in inter-
planetary space, for example at the heliospheric current sheet
(HCS), which separates oppositely directed magnetic fields orig-
inating from the Sun, at the leading edges of interplanetary coro-
nal mass ejections (ICMEs), or at current sheets formed by solar
wind turbulence (Lavraud et al. 2009). Recently, Gosling et al.
(2005, 2006a,b, 2007), Gosling (2008, 2012), Gosling & Phan
(2013) identified the clear and unambiguous signature of local,
quasi-stationary magnetic reconnection in the solar wind far
from the Sun in the form of Petschek-type exhausts characterized
by bifurcated current sheets, in other words, exhausts of jetting
plasma bounded by Alfvén or slow mode waves. These current
sheets form a pair of rotational discontinuities bounded on one

side by correlated changes in the components of the magnetic
field and flow velocity and on the other side by anticorrelated
changes in the components. Based on the direct magnetic recon-
nection evidence, it has been demonstrated that reconnection is
particularly frequent in low β plasma, such as MCs.

Magnetic reconnection may occur in particular at the
boundary of a MC and erodes away part of the magnetic flux
contained in the MC, which would affect the impact of a geo-
magnetic storm as it may remove a substantial portion of the
magnetic flux that is oriented southward (Lavraud et al. 2011,
2014; Ruffenach et al. 2014). Ruffenach et al. (2012) use com-
bined, multipoint observations of the same MC flux rope, and
quantitatively analyze the MC’s reconnection with the solar
wind around it, find that 44% and 49% of the initial azimuthal
magnetic flux are eroded according to estimation at ACE and
STEREO A respectively. Lavraud et al. (2014) using a south-
north magnetic polarity MC observed on 18–20 October 1995
and investigate the effectiveness of the geo-effectiveness of MCs
with erosion, the results suggest that the strength of the observed
ensuing storm was ∼30% lower than if no erosion had occurred.
Ruffenach et al. (2014) analyzed 263 MCs observed by Wind,
STEREO-A and STEREO-B during the period 1995–2012, they
find that MCs have an average erosion of about 40% of the total
azimuthal magnetic flux and the occurrence of erosion at the
front or at rear is in a similar proportions.

The observations can only give us a quantitatively analyze
of the magnetic reconnection between MC and the solar wind.
Numerical simulations were also invoked to study the mag-
netic reconnection processes. Schmidt & Cargill (2003) presents
a numerical study of magnetic reconnection processes between
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MC and the solar wind magnetic field with a 2.5-dimensional
(2.5D) flux-corrected transport algorithm. The solar wind back-
ground is a Parker solution. The pressure and density are related
by an adiabatic law and the magnetic field is a distorted radial
magnetic field (Schmidt 2000). They find that reconnection
occurs either symmetrically along both sides of the interface
or not at all when a cloud moves in a current sheet, depend-
ing on the relative orientation of the cloud and solar wind fields.
Wei et al. (2005) shows the numerical study of the magnetic
reconnection driven by a plasma blob impacting the HCS, under
the framework of the 2D compressible magnetohydrodynamics
(MHD). The initial equilibrium state of current sheet is consid-
ered to be one-dimensional form. The results show a stable mag-
netic reconnection structure can be formed in a time scale of
hour order, and there appear some basic properties such as the
multiple X-line reconnections, vortex structures, filament cur-
rent systems, splitting and collapse of the high-density plasma
blob. Taubenschuss et al. (2010) investigate the propagation of
MCs through the inner heliosphere using 2.5D ideal MHD sim-
ulations. Interplanetary magnetic fields are oriented in oppo-
site directions across the equator to form a HCS at the equa-
torial plane. The authors assume that there is no tilt between
the Sun’s magnetic and rotational axes. There is an enhanced
thermal pressure and decreased magnetic field strength in HCS.
The results show that interplanetary magnetic field lines are
either turned around the MC body or they become reconnected
across the HCS depending on the initial magnetic handedness
of the MC.

The available simulation studies on the reconnections
between MCs and HCS seem to be largely carried out in either
2D or 2.5D. In this paper, we have used a 3D resistive MHD
numerical simulation to study the reconnection process between
the MC and HCS. When a MC moves to the HCS, the dynamic
situation causes the current sheet to become gradually thinner
and the magnetic reconnection process is initiated. We began
by numerically forming a steady-state model of the heliospheric
along with a reasonable large-scale structure of the solar wind
near solar minimum. Then we superimpose a spherical plasmoid
to mimic the MC, the reconnection take place when the MC
moves to the HCS, we also show the 3D structure of the HCS
in the reconnection process and compare different parameters
which can effect the reconnection rate and the beginning time,
such as the magnetic filed strengthen and direction in the MC,
the magnitude of velocity and direction in the MC.

Before proceeding, let us note that we work in the frame-
work of single-fluid MHD. Some justification of this approach
is necessary given that the solar wind is known to undergo
the transition from a collision-dominated to a weakly colli-
sional plasma, meaning that different species not only can
eventually acquire different temperatures but also can flow
at different velocities (Riley et al. 2016; Cranmer et al. 2017;
Gombosi et al. 2018). From the modeling perspective, even if
neglecting less-abundant species such as alpha particles, and
even if working with a fluid approach, one still needs to
adopt separate energy equations for electrons and protons to
address their vastly different behaviors in wave-particle interac-
tions that are likely to heat the solar wind (Sturrock & Hartle
1966; Hartle & Sturrock 1968; Holzer & Axford 1970; Marsch
1999, 2006; Hollweg & Isenberg 2002). In the context of space
weather, a multifluid approach has also been adopted to model
the interactions of CMEs with the ambient solar wind (Jin et al.
2017a,b) within the framework of the Alfvén wave solar model.

The aim of the present paper is the large-scale process
of magnetic reconnection in realistic interplanetary medium

with spatial variations of all the solar wind parameters.
For the time being, we have refrained from developing a
multifluid MHD formulation in the consideration of self-
consistency.

First, the energy partition between electrons and protons
is known to be difficult to handle self-consistently when
shocks and/or turbulence are present, a point also recognized
by Jin et al. (2017a). Shocks are inevitable in the present
study. In the largely collisionless regime, shocks are asso-
ciated with the intricate interplay between non-Maxwellian
particle distributions and micro-instabilities that reach proton
(e.g., ion-cyclotron) or even electron (e.g., whistlers) scales
(Schwartz et al. 2013). Likewise, a rich variety of micro-
instabilities have been identified in the solar wind turbulence
when one goes beyond the inertial range (Alexandrova et al.
2013). Wave-particle interactions at kinetic scales are expected
to play an important role in determining the thermodynamics at
fluid scales. However, the partition between different species of
the energy acquisition due to shocks and/or turbulence is still an
open issue. Part of our reason for adopting single-fluid MHD
is that single-fluid MHD is capable of capturing the entropy
increase across shock.

Second, heat conduction and viscosities are neglected due
to the following considerations. It is well-known to be ques-
tionable to apply the classical Braginskii’s formulae for these
terms (Braginskii 1965) from the inner corona out to inter-
planetary space (Marsch 2006). Some studies that go beyond
the Braginskii formulation tend to suggest that viscous heating
seems to be less important than thermal conduction (Holzer et al.
1986), in agreement with the original suggestion by Parker et al.
(1964). Regarding heat conduction, the proton one is sub-
stantially smaller than the electron one even in the collision-
dominated regime (Braginskii 1965). In the collisionless case,
the electron heat flux is expected to be limited by heat flux
instabilities (Marsch 2006), and may not be far from the free-
streaming limit (Hollweg 1976; Cranmer et al. 2009). Some pre-
vious numerical studies have incorporated the transition from the
Spitzer law for the collision-dominated regime to Hollweg’s for-
mulation for the collisionless electron heat flux (Lionello et al.
2001; Endeve et al. 2003; Ofman 2004; Jin et al. 2017a). While
somehow important in determining the electron temperature, this
practice is found to have only a minor effect on the supersonic
flow (Li et al. 2005). Rather than following this practice, in the
present study we have adopted a polytropic energy equation that
partly addresses the effect of electron thermal conduction. The
polytropic index was chosen to be 1.46, in agreement with the
value found from the Helios measurements of the ambient solar
wind (Totten et al. 1995).

Third, it is recognized that a moment-based fluid approach
can reproduce many aspects of collisionless magnetic recon-
nections, a ten-moment treatment seems necessary (Wang et al.
2015, 2018). However, generalizing available studies to mod-
eling the 3D solar wind on a global scale is numerically
formidable. It is difficult to resolve small spatial scales associ-
ated with the Hall effect, let alone those small scales pertinent to
electron inertia. We therefore have left this as a possible exten-
sion to our numerical scheme.

With the above-mentioned caveats in mind, our manuscript
is organized as follows. In Sect. 2 MHD model in spherical
coordinates and the simulation results for CR1915 solar wind
background are described. Section 3 is devoted to the spherical
plasmoid MC model. Section 4 introduces the simulation results
of the reconnection process between the MC and HCS. Finally,
some conclusions are given in Sect. 5.
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2. Model description

In order to simulate the reconnection process between MC and
HCS, a representative resistive MHD model of the steady state
background solar wind is required. In this section, the 3D MHD
simulation of the background solar wind in spherical coordinates
for Carrington rotation (CR) 1915 is presented. The resistive
MHD equations are splitted into the fluid part and the magnetic
part, Harten-Lax-van Leer (HLL) scheme within a finite volume
(FV) framework without Riemann solver or any kind of char-
acteristic decomposition are used in this paper. To maintain the
∇ · B = 0 constraint, the constraint transport (CT) technique is
used for the magnetic field by utilizing a special discretization
on a staggered grid (Ziegler 2004, 2011; Feng et al. 2014). The
fluid part for the vector U =

(
ρ, ρνr, ρνθ, ρνφr sin θ, e

)T
reads as

follows

∂U
∂t

+
1
r2

∂

∂r
r2(F − Fν) +

1
r sin θ

∂

∂θ
sin θ(G − Gν)

+
1

r sin θ
∂

∂φ
(H −Hν) = S (1)

F =



ρνr

ρν2
r + p +

−B2
r +B2

θ+B2
φ

2µ
ρνrνθ −

Br Bθ
µ(

ρνrνφ −
Br Bφ
µ

)
r sin θ

( 1
2ρν

2 +
γp
γ−1 )νr +

Bθ
µ

(νrBθ − νθBr) +
Bφ
µ

(νrBφ − νφBr)



G =



ρνθ
ρνrνθ −

Br Bθ
µ

ρν2
θ + p +

B2
r−B2

θ+B2
φ

2µ(
ρνθνφ −

BθBφ
µ

)
r sin θ

( 1
2ρν

2 +
γp
γ−1 )νθ + Br

µ
(νθBr − νrBθ) +

Bφ
µ

(νθBφ − νφBθ)



H =



ρνφ
ρνrνφ −

Br Bφ
µ

ρνθνφ −
BθBφ
µ(

ρν2
φ + p +

B2
r +B2

θ−B2
φ

2µ

)
r sin θ

( 1
2ρν

2 +
γp
γ−1 )νφ + Br

µ
(νφBr − νrBφ) +

Bθ
µ

(νφBθ − νθBφ)



Fν =


0
0
0
0
η
µ
(Bθ jφ − Bφ jθ)

, Gν =


0
0
0
0
η
µ
(Bφ jr − Br jφ)



Hν =


0
0
0
0
η
µ
(Br jθ − Bθ jr)



e =
1
2
ρv2 +

p
γ − 1

+
1

2µ
B2, j = ∇ × B, S = S1 + S2

with

S1 =


0

ρ
ν2
θ+ν

2
φ

r +
2p
r +

B2
r

rµ
S 1,3
0
0



S2 =


0
ρΩ sin θ(2νφ + Ωr sin θ)
ρΩ cos(2νφ + Ωr sin θ)
−2ρΩ(νθ cos θ + νr sin θ)r sin θ
ρνrΩ

2r sin2 θ + ρνθΩ
2r sin θ cos θ)


where

S 1,3 =

p + ρν2
φ +

B2
r + B2

θ − B2
φ

2µ

 cot θ
r

+
1
r

(
BθBr

µ
− ρνrνθ

)
η is the electric resistivity, j is the current density, e corresponds
to the total energy density consisting of the kinetic, thermal, and
magnetic energy density. ρ is the mass density, ν = (νr, νθ, νφ)
are the flow velocity in the frame rotating with the Sun, p is
the thermal pressure. t and r are time and position vectors orig-
inating at the center of the Sun. µ = 4 × 10−7π, γ = 1.46, and
|Ω| = 2π/26.3 rad day−1 is the solar angular speed.

In the above formulas, the first source term S1 =
(S 1,1, . . . , S 1,5)T arises from the polar geometrical factors, while
the second source term S2 = (S 2,1, . . . , S 2,5)T does due to the
Coriolis, centrifugal.

The subsystem for magnetic induction part runs as follows

∂Br

∂t
+

1
r sin θ

∂

∂θ
(sin θ(νθBr − νrBθ)) −

1
r sin θ

∂

∂φ
(νrBφ − νφBr)

=
η

r sin θ
∂

∂φ
jθ −

η

r sin θ
∂

∂θ
(sin θ jφ) . (2)

∂Bθ
∂t

−
1
r
∂

∂r
(r(νθBr − νrBθ)) +

1
r sin θ

∂

∂φ
(νφBθ − νθBφ)

=
η

r
∂

∂r
(r jφ) −

η

r sin θ
∂

∂φ
jr (3)

∂Bφ
∂t

+
1
r
∂

∂r
(r(νrBφ − νφBr)) −

1
r
∂

∂θ
(νφBθ − νθBφ)

=
η

r
∂

∂θ
jr −

η

r
∂

∂r
(r jθ). (4)

As usual, ρ, ν, p, B, r, η, and t are normalized by the charac-
teristic values ρs, as, ρsa2

s ,
√
µρsa2

s ,Rs, µRsas and Rs/as, where
ρs, as are the density and sound speed at the solar surface. Rs =
6.9 × 108 m is the solar radius.

The computational domain here covers 20Rs ≤ r ≤ 110Rs,
45◦ ≤ θ ≤ 135◦ and −45◦ ≤ φ ≤ 45◦, where r is the radial dis-
tance from solar center in units of solar radius Rs, θ is latitude
angle and φ is the longitude angle, respectively. Because the MC
observed at earth usually occurred at the vicinity of HCS, and
we are only concerned with the theory of the process of inter-
action between MC and HCS, so the computational domain in
our code covers only a part of the whole heliosphere. The grid
mesh is chosen to be 1000(r) × 390(θ) × 180(φ). The grid size is
uniform in radial with ∆r = 0.08Rs and azimuth with ∆φ = 0.5◦.
The meridional grids ∆θ( j) are not uniform, in order to obtain a
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precise computational resolution near HCS. The smallest grid is
near HCS is ∆θ = 0.0625◦ and the biggest grid far from the HCS
is ∆θ = 1◦.

The numerical scheme we used is a 3D HLL scheme
within a FV framework following Feng et al. (2014) by split-
ting these equations into a fluid part Eq. (1) and a magnetic part
Eqs. (2)–(4). For spatial discretization, we used the FV dis-
cretization of Eq. (1), and average Eqs. (2)–(4) over facial
areas to get semi-integral form of magnetic induction equations.
Second-order accurate linear ansatz reconstruction is adopted
for the fluid part, and the derivative terms were approximated
by using the minmod limiter for oscillation control. We used
the CT method for the magnetic induction equations. For con-
sistency, the reconstruction for magnetic induction part is also
of second-order accuracy and cross derivative terms are slope-
limited approximations to the exact derivatives at cell face cen-
ters by using minmod limiter. The full system is integrated in
time with a second-order Runge-Kutta scheme. For details, refer
to Feng et al. (2014). Since the HLL scheme only captures the
two fastest waves accurately and its resolution for the other
waves are therefore insufficient, we used the HLL numerical
flux in the fluid part plus some antidiffusion terms in this paper
to improve the overall efficiency of the scheme. We introduced
antidiffusion terms for all but the two fast waves, take the inter-
face numerical flux in radial direction F̃ for example:

F̃(UL,UR) = F̃HLL(UL,UR) − ϕa0(UL,UR) (5)

where F̃HLL(UL,UR) denotes the numerical flux of the standard
HLL scheme, UL and UR are the left and right hand states,
respectively, of a local Riemann problem, and UM = UL+UR

2 is
their arithmetic average.

F̃HLL(UL,UR) =
cRF(UL) − cLF(UR)

cR − cL
+

cRcL

cR − cL
(UR − UL) (6)

cL = min{(νr − cfr)L, (νr − cfr)R, 0} (7)

cR = max{(νr + cfr)L, (νr + cfr)R, 0} (8)

where, cfr = 1
√

2

√
u2

s + u2
A + ((u2

s + u2
A)2 − 4u2

s
B2

r
µρ

)
1
2 is the fast

magnetosonic speed in radial direction. us =
√

γp
ρ
, uA =√

B2
r +B2

θ+B2
φ

µρ
are sound speed and Alfvénic speed, respectively.

The antidiffusion term

a0(UL,UR) =
cRcL

cR − cL

6∑
i = 2

δiαiri(UM). (9)

In the MHD case the Jacobian matrix ∂F
∂U has seven eigenvalues

λ1(U) ≤ · · · ≤ λ7(U). li(UM), ri(UM) are the left and right eigen-
vectors of eigenvalues λi(UM), respectively. The coefficients αi
result from the decomposition of UR −UL into the contributions
of the right eigenvectors ri, i.e., UR − UL =

∑7
i = 1 αiri(UM). The

antidiffusion coefficients δ2 = δ6 = δa, δ3 = δ5 = δs, δ4 = δe
read

δe =
cfr(UM)

cfr(UM) + |νr(UM)|
(10)

δs =
cfr(UM)

cfr(UM) + csr(UM)
(11)

600
550
500
450
400
350
300
250

Vr(km/s)

340
320
290
260
230
200

Vr(km/s)

Fig. 1. Magnetic field and radial speed νr(km s−1) for the steady state
solar wind solution. Left: on the meridional plane of φ = 0◦ from 20 to
110Rs, right: on the equatorial plane. The color contours represent the
radial speed and streamlines denote the magnetic field lines.

δe =
cfr(UM)

cfr(UM) + car(UM)
(12)

where csr = 1
√

2

√
u2

s + u2
A − ((u2

s + u2
A)2 − 4u2

s
B2

r
µρ

)
1
2 , car =

|Br |

µρ
.

Moreover, we set ϕ = Φ(βr) = Φ( 2u2
s

γc2
ar

). In the above formula-
tion, Φ is the Lipschitz-continuous switch function defined by


x ∈ (−∞, ε1) Φ(x) = 0
x ∈ [ε1, δ1) Φ(x) = x−ε1

δ1−ε1

x ∈ [δ1,∞) Φ(x) = 1

with ε1 = 2
γ
, δ1 = 2ε1, ϕ is required to maintain the conservation

property of the scheme as stated in Lemma 4.1 of Wesenberg
(2010). According to the same lemmas, if Br , 0, B2

θ + B2
φ = 0,

and u2
s − c2

ar < 0, set ϕ = 0, which means that the antidiffusion
is switched off, since in this case the eigenvectors and coeffi-
cients contributing to a swap to wrong positions, and thus the
conservation property is lost. The definition of ϕ implies that the
antidiffusion is switched off in small plasma βr region.

Here, we present the steady state solar wind numerical
results from the 3D MHD numerical simulation for CR 1915,
Fig. 1 shows the MHD results for the magnetic fields and radial
speed for the steady state solar wind solution, The left is on the
meridional plane of φ = 0◦ from 20 to 110 Rs, and the right
is on the equatorial plane, the arrowheads denote the direction
of the magnetic field and the color contours represent the radial
solar wind speed. From this picture, it is seen that the mag-
netic field and radial speed possess a typical characteristic of
solar minimum. The magnetic field lines extend to interplane-
tary space, and there appear fast solar wind flows at high lati-
tudes and the slow solar wind are showed in the vicinity of the
equator or HCS region. The solar wind extends the interplane-
tary magnetic field outward into Archimedean spirals due to the
solar rotation and the interplanetary magnetic field freezing-in
effect.

3. Spheromak MC model

In this paper, a very simple spherical plasmoid model is super-
posed on the background solar wind to initiate the MC, which
contains a high speed, high density and high pressure spherical
plasmoid (Zhou et al. 2012; Zhou & Feng 2013). This kind of
model do not have very complex features and gives us an easy
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way to study the evolution of the MC in the interplanetary space.
The density, pressure, and velocity profile of the initial perturba-
tion are defined as follows

ρ = ρ0 + ρmax(1 −
a2

a2
mc

) (13)

ν = ν0 + νmax(1 −
a2

a2
mc

) (14)

p = p0 + pmax(1 −
a2

a2
mc

) (15)

where amc is the radius of the plasmoid, a denotes the dis-
tance from the center of the plasmoid, and ρ0, ν0 and p0 are
the density, velocity, and pressure of the background solar wind,
respectively. ρmax, νmax and pmax are the maximum density,
velocity and pressure added on top of the background solar
wind, respectively. The choices of these parameters are empir-
ical. In this paper, ρmax is assumed to have a higher valve than
the background solar wind by a factor of two. Since CMEs
measured by Ulysses show different speeds in the solar wind,
νmax can be assumed to move with respect to the ambient
solar wind at a range of different speeds (Plunkett & Wu 2000;
Schmidt & Cargill 2001, 2003), the direction of νmax is along
the negative z axis in this paper. pmax is assumed to be six of the
ambient solar wind at the center of the CME, observations from
the Ulysses spacecraft shows that such pressure enhancements
may be a common feature in MCs near the Sun (Gosling et al.
1994; Schmidt & Cargill 2001, 2003).

A spheromak-type magnetic field which is a linear force-
free field in a completely isolated sphere is introduced as the
simplest MC model in this paper (Kataoka et al. 2009). The
actual existence of magnetic field in the solar wind is under
debate, but Gibson & Fan (2008) believe that the spheromak-
type magnetic field may be a natural product of a plasmoid
ejected from a solar flare via reconnection. Wang et al. (2010a,b)
also described certain existence evidence on plasmoid in the
magneto tail. In the present paper, the initial shape of the MC
is assumed to be a sphere with the radius amc in local spherical
coordinates (r̃, θ̃, φ̃)

B̃r̃(r̃, θ̃, φ̃) = (2B0/αr̃) j1(αr̃) cos θ̃ (16)

B̃θ̃(r̃, θ̃, φ̃) = −(B0/αr̃)[sin(αr̃) − j1(αr̃)] sin θ̃ (17)

B̃φ̃(r̃, θ̃, φ̃) = ±B0 j1(αr̃) sin θ̃ (18)

where B0 is a constant means the field strength of the spheromak.
j1 is the first-order spherical Bessel function

j1(x) =
sin x − x cos x

x2 (19)

α = 4.493409458amc is the constant derived from the force-free
condition of ∇ × B = αB with the boundary condition of B̃r̃ = 0
at r̃ = amc, we adopted only the field within the isolated spherical
shell r̃ ≤ amc. In this paper, we chose the position of the center
of the spheromak at (30Rs, 80◦, 0◦) in spherical coordinates. The
radius of the initial MC, amc, is 6Rs. The maximal magnetic field
strength B0 is 500 nT. Although a spheromak is a linear force-
free field, we adopted it only within the boundary r̃ ≤ amc. At
the spherical boundary r̃ = amc, the local radial B̃r̃ and azimuthal
B̃φ̃ components vanish and only the local zenithal component B̃θ̃

Y
X

Z

50 100 150 200 250 300 350
B(nT)

Fig. 2. Three-dimensional view of the initial magnetic field. Field lines
are shown in color to illustrate the magnetic field strength. The color
contours represent the radial magnetic field strength on the surface at
r = 20Rs.
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Fig. 3. Profile of maximum current density jx with time, in which the
black line represents η = 10−4, the orange line represents η = 10−5 and
the green line is η = 10−6.

exists, while B̃ = 0 outside of the boundary. Therefore, the forces
do not balance at the spherical boundary. The spheromak field
naturally swells in the simulation (Shiota et al. 2010). Figure 2
shows the 3D schematic picture of the initial magnetic field at
t = 0. Field lines are shown in color to illustrate the magnetic
field strength. The color contours represent the radial magnetic
field strength on the surface at r = 20Rs.

4. Results and discussion

In this section, we present the numerical results for the recon-
nection process between MC and HCS. Magnetic reconnection
is a main concern in this paper and magnetic reconnection sim-
ulation needs very high numerical resolution. If the numerical
diffusion is large, then the real physical reconnection process
will be hide. Before experiments commence, it is necessary to
roughly estimate the numerical diffusion compared in our code.

The flux rope was initially assumed to move at four times the
solar wind speed. Figure 3 gives the profile of maximum current
density jx with time when a MC moves to HCS, we tested dif-
ferent magnetic diffusivity coefficients, in which the black line
represents η = 10−4, the orange line represents η = 10−5 and
the green line is η = 10−6. For η = 10−4, since the MC mov-
ing toward the current sheet, the current density jx increase soon
after the beginning of simulation. After t = 0.5 h, the current
sheet becomes thinner in the region impacted by the plasma blob
and the reconnection take place. The evolution of the maximum
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Fig. 4. 3D representation of the MC is shown at zero hours (top left),
three hours (top right), six hours (bottom left), and 12 h (bottom right).
The HCS is approximated by a green surface. The streamlines showed
in red denote the magnetic field lines.

current density jx in the case of η = 10−5 is similar to that in the
case η = 10−4 during the initial phase, however, the current den-
sity jx becomes larger after t = 1 h compared to η = 10−4. There
are little difference between η = 10−6 and η = 10−5. This sug-
gests that effective numerical diffusion is on the order of 5×10−5

in our code.
Figure 4 shows a 3D view of the magnetic field at zero

hours, three hours, six hours, and 12 h. The green surface shows
the evolution of the HCS during the reconnection. The stream-
lines showed in red denote the magnetic field lines. The HCS
is defined as a iso-surface of |∇×B|

|B| . The MC located above the
current sheet at t = 0 h, and the direction of the magnetic field
in MC is anticlockwise. From this figure, we find that initially
the magnetic field evolves nearly in self-similar manner. The
plasmoid quickly expands because of the higher plasma den-
sity, speed, and magnetic pressure in the MC. The radial and
angular sizes of the MC increase with time. As the MC mov-
ing toward the current sheet, the current sheet becomes thinner
and reconnection between the MC and solar wind takes place
since they have antiparallel magnetic lines. The reconnection
take place mainly at leading edge of the flux rope, which is
a driven reconnection. The HCS is deformed and bent during
reconnection, which can be seen clearly at three hours, six hours,
and 12 h. We also find that reconnection takes place at the rear
edge of the flux rope. We cannot reach a high enough accuracy
because of the computation, so this is a Sweet-Parker reconnec-
tion. We also find a local current sheet inside the MC in this
figure.

Figure 5 shows magnetic reconnection driven by the MC
moving toward the current sheet on the meridional plane, the
model results for the relative density ρ−ρ0

ρ0
and current density jφ

at different times. jφ denotes the out-of-plane component of the
current density. The reconnection appears to be primarily located
at the leading edge (southward) of the flux rope. We see obvious
single X-line reconnections begin to develop in the region of the
current sheet, where the relative density and current density are
bigger. These results are caused by the strong driving together of
oppositely directed field lines at the leading edge of the MC due

Fig. 5. Magnetic reconnection driven by the MC moving toward the
current sheet on the meridional plane, top row: model results for the rel-
ative density ρ−ρ0

ρ0
(left) and current density jφ (right) at t = 1 h, bottom

row: t = 9 h. The streamlines denote the magnetic field lines.
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Fig. 6. Numerical results of the current density, the change of azimuth
and the latitude angle of the magnetic field along heliocentric distance
with θ = 95◦ and φ = 0◦ for t = 1 h.

to its relative motion with respect to the solar wind. It also can be
seen from the figure that the current sheet is being compressed
and a bow region with high density appears. The supersonic flow
generates a fast mode shock and a sheath ahead of the MC. At
the shock front, the solar wind plasma becomes compressed and
heated. This is clearly visible according to the enhancements of
density.

Figure 6 shows the variations of the basic parameters versus
the distance, which would be recorded by an observer if it passed
through the numerical test region of the magnetic reconnection
along θ = 95◦ and φ = 0◦ for t = 1 h. It can be seen clearly that
the two increasing of the current density, respectively, located at
r = 29Rs and r = 33Rs, where the correlative variations also
are simultaneously recorded, such as about 170◦ variation of the
azimuthal direction for the magnetic field, 50◦ variation of the
latitude direction. These basic features imply that the magnetic
reconnections occur in the regions located at r = 29Rs and r =
33Rs (Wei et al. 1997, 2005).

If a spacecraft passes through the numerical test region of
the magnetic reconnection along x direction on the plane of
φ = 0◦ at t = 6 h, it will find a reconnection exhaust region.
Figure 7 shows the magnetic field components, flow velocity
components, proton number density, the proton temperature, and
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Fig. 7. Selected plasma and magnetic field data along x direction on the
meridional plane at t = 6 h. Top row: magnetic field and flow velocity
components in (x, y, z) coordinates. Bottom row: proton number density
(left), proton temperature (middle) and magnetic field strength (right).
Vertical lines bracket a reconnection exhaust.

the magnetic field strength along x direction with x = [25, 40],
z = −11 on the plane of φ = 0◦ at t = 6 h. Vertical lines bracket
a reconnection exhaust. Since Alfvén waves propagating paral-
lel (antiparallel) to B produce anticorrelated (correlated) varia-
tions in B and V, one expects to observe anticorrelated changes
in B and V at the leading edge of the field reversal region and
correlated variations in B and V at the trailing edge in Fig. 7.
Such pairs of coupled changes in B and V are the characteris-
tic signature by which we identify reconnection exhausts in the
solar wind (Gosling et al. 2007; Gosling 2008; Gosling & Phan
2013; Wang et al. 2010c). The exhaust was associated with a
small increase in proton temperature and a decrease in magnetic
field strength, there has a decrease in the proton number densities
within the exhaust. The result differed from most reconnection
exhausts observed in the solar wind in that no clear increases
in proton number density was detected within the exhaust.
Helios, ACE, and Ulysses data also show similar density sig-
nals. This indicates that the transitions from outside to inside
reconnection exhausts in the solar wind are not always slow-
mode-like, even though most such transitions are (Gosling et al.
2006a).

Figure 8 shows the velocity and magnetic field data for Fig. 7
are plotted in an exhaust-oriented coordinate system (L,M,N)
derived from minimum variance analysis of the filtered magnetic
field data. The magnetic field across the exhaust with a nearly
constant zero normal field BN and an entirely reversed antipar-
allel field BL. The velocity VL in the exhaust (∆VL = 70 km s−1)
was just consistent with the Alfvén reconnection jet, and the
small normal velocity shear (∆VN = 10 km s−1) across bifur-
cated current sheet could be considered as a 5 km s−1(Vin =
∆VN/2) reconnection inflow. Correspondingly, the dimension-
less reconnection rates were calculated to be 0.07 (Wang et al.
2010c).

We ran a case in which the flux rope has an opposite sense
of rotation such that the direction of the magnetic field in MC
is clockwise. In this case, the positions at which the reconnec-
tion take place are different compared to the above case that the
magnetic field in MC is anticlockwise. Figure 9 shows magnetic
reconnection driven by the MC moving toward the current sheet
on the meridional plane, the model results for the magnetic fields
lines at different times. The reconnection appears to be primar-
ily located at the leading edge (southward) of the flux rope soon
after the beginning of simulation, since the magnetic field lines
between the MC and the solar wind are antiparallel, the MC is
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Fig. 8. Velocity (left) and magnetic field (right) data are plotted in an
exhaust-oriented coordinate system (L,M,N) derived from minimum
variance analysis of the filtered magnetic field data. Here L (blue), M
(green), and N (red) correspond to the maximum, intermediate, and
minimum variance directions, respectively.

Fig. 9. Magnetic reconnection driven by the MC moving toward the
current sheet on the meridional plane, the model results for the magnetic
fields lines at t = 0.5 h (left) and t = 6 h (right).
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Fig. 10. Left: reconnection electric field E (mv m−1) as a function
of time for a MC moving with different magnetic fields direction:
Case1 (anticlockwise), Case2 (clockwise). Right: different magnetic
field strengths: Case2 (500 nT), Case3 (600 nT), Case4 (300 nT).

eroded at the front, which can be clearly seen at t = 0.5 h in
Fig. 9. As the MC moves to the HCS, the magnetic field lines
between the MC and the solar wind at the leading edge of the flux
rope become parallel, and the reconnection terminate, which can
be clearly seen at t = 6 h. At the same time, we find reconnection
takes place at two sides of the flux rope, which can be interpreted
as the fluid behind the MC squeeze the MC and arouse the driven
reconnection (Wei et al. 2002).

Figure 10 shows the reconnection electric field E (mv m−1)as
a function of time for a MC moving with the magnetic fields for
the following cases: For Case1 and Case2, the B0 are 500 nT,
but the direction of the magnetic field in MC are different; for
Case2, Case3, and Case4, the direction of the magnetic field
in MC are the same, but the B0 are different. The reconnec-
tion electric field is measured by max(η jφ) (Birn & Hesse 2001;
Schmidt & Cargill 2003; Feng et al. 2006; Borovsky et al. 2008;
Zhang et al. 2011). We find the reconnection electric field for
the Case2 is larger than for Case1, and the reconnection elec-
tric field is depend on the direction of the magnetic field. For
Case2, Case3, and Case4, the magnetic fields strengthen in MC
are different, the reconnection electric field for Case3 is appar-
ently larger than for Case2 and Case 4. So the reconnection
electric field is also depend on the magnetic fields strengthen
in MC.

We have compared the results for which the initial flux rope
speed is varied. Figure 11 shows the reconnection electric field
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Fig. 12. Model results of a MC moving with different speed direction.
The angle between the speed direction of MC and z axis is marked as θ.
Left: reconnection electric field E (mv m−1) as a function of time with
θ = 20◦ (red line) and θ = 0◦ (green line), right: profile of Cmotor along
z direction on the plane of φ = 0◦ for θ = 20◦.

E (mv m−1) as a function of time for a MC moving with different
speed νmax and the profile of Cmotor along z direction on the
plane of φ = 0◦. Cmotor = V · (J × B) (Ugai 2001; Zhang et al.
2011) is a parameter which can be used to measure the effi-
ciency of the magnetic energy converted into the kinetic and
thermal energy of plasma. The Cmotor in this figure is along
the z direction through the reconnection sites with x = 32 for
νmax = 2νsw, and x = 30 for νmax = 4νsw. For the middle figure,
the time is at t = 1.5 h, and for the right figure it is t = 1 h,
which corresponds to the time at which the reconnection elec-
tric fields are the largest. Figure 11 shows that E rises quickly
soon after the beginning of simulation, followed by a gradual
decaying phase as the flux-ropes shrink. The global maximum
reconnection rate for νmax = 4νsw is 0.045 mv m−1 at t = 1 h
(first peak), for νmax = 2νsw is 0.015 mv m−1 at t = 1.5 h. This
is approximately the same after t = 7 h for the two cases. The
beginning time of reconnection for νmax = 4νsw is at t = 0.5 h,
for νmax = 2νsw is at t = 1 h. So the relative motion of the MC
and HCS influence the reconnection rate and reconnection time,
which can also be seen from the middle and right figures. The
Cmotor for νmax = 4νsw is far bigger than νmax = 2νsw, that means
the efficiency of the magnetic energy converted into the kinetic
and thermal energy of plasma is large and the reconnection rate
for νmax = 4νsw is bigger. Figure 12 shows the reconnection elec-
tric field E (mv m−1) as a function of time for a MC moving with
different speed direction θ and the profile of Cmotor along z direc-
tion on the plane of φ = 0◦. The Cmotor in this figure is along
the z direction through the reconnection site with x = 32 for
θ = 20◦ at t = 1 h. The reconnection time when the reconnec-
tion electric field are the largest are the same for θ = 20◦ and
θ = 0◦. The only difference is the reconnection site and the max-
imum reconnection rate. The global maximum reconnection rate
for θ = 0◦ is 0.045 mv m−1, for θ = 20◦ is 0.04 mv m−1 at t = 1 h.
The Cmotor for θ = 0◦ is bigger than θ = 20◦. So the reconnec-
tion rate is dependent on the magnitude and direction of velocity
in the MC.

5. Conclusions and discussions

We used a 3D MHD numerical model to simulate the
reconnection process between MC and HCS in this paper. The
3D MHD numerical model adopt HLL scheme within a FV
framework by splitting the MHD equations into two parts:
fluid and magnetic induction (Feng et al. 2014). Since the HLL
scheme only captures the two fastest waves accurately, and its
resolution for the other waves is therefore insufficient, in this
paper we used the HLL numerical flux in the fluid part plus
some antidiffusion terms to improve the overall efficiency of the
scheme (Dedner et al. 2005; Wesenberg 2010).

To initiate the MC, we adopted a very simple spherical plas-
moid model which is superposed on the background solar wind,
and the model contains a high speed, high density and high pres-
sure spherical plasmoid (Zhou et al. 2012; Zhou & Feng 2013).
The direction of the magnetic field in MC is anticlockwise. We
first roughly estimated the numerical diffusion computed in our
code. We compared the maximum current density with time
when a MC moves to HCS using different magnetic diffusivity
coefficients, the results suggest that effective numerical diffusion
is on the order of 5 × 10−5 in our code, which is acceptable.

When the MC moving toward the current sheet, the plasmoid
rapidly expands since the injected MC has higher plasma den-
sity, speed, and magnetic pressure. As the MC moves toward
the current sheet, the current sheet becomes thinner and recon-
nection taked place as the MC and solar wind have antipar-
allel magnetic lines. The reconnection takes place mainly at
the leading edge of the flux rope, which is a driven reconnec-
tion. The HCS is deformed and bent during reconnection, and
we also find reconnection take place at rear edge of the flux
rope. An observer passes through the numerical test region of
the magnetic reconnection will find the basic features of mag-
netic reconnections (Wei et al. 1997, 2005). We also identify the
reconnection exhaust region, using anticorrelated changes in B
and V at the leading edge of the field reversal region and cor-
related variations in B and V at the trailing edge (Gosling et al.
2007; Gosling 2008; Gosling & Phan 2013; Wang et al. 2010c).
The exhaust was associated with a small increase in proton tem-
perature and a decrease in magnetic field strength, there has a
decrease in the proton number densities within the exhaust. From
the exhaust-oriented coordinate system (L,M,N) derived from
minimum variance analysis of the filtered magnetic field data,
the dimensionless reconnection rate was calculated to be 0.07.

We changed the magnetic field direction in MC and the direc-
tion of the magnetic field in MC become clockwise. The posi-
tions at which the reconnection takes place is different to the
above case, in that the magnetic field in MC is anticlockwise.
The reconnection appears to be primarily located at the leading
edge of the flux rope soon after the beginning of simulation.
As the MC moves to the HCS, the reconnection at the lead-
ing edge of the flux rope terminate, and we find reconnection
take place at two sides of the flux rope, which can be inter-
preted as the fluid behind the MC squeeze the MC and arouse
the driven reconnection Wei et al. (2002). Also, the reconnec-
tion rate is larger in this case. Then, we want to see the effect of
magnetic fields magnitude of MC on the reconnection rate. We
ran three cases with the magnetic fields magnitude are 600 nT,
500 nT, and 300 nT, respectively. We find that the reconnection
rate becomes larger by increasing the magnetic field magnitude
in MC. Finally, we also compared the results where the initial
flux rope speed are varied, such as the magnitude and direc-
tion of velocity in the MC. We find that the reconnection rate
becomes larger by increasing the relative motion of the MC and

A82, page 8 of 9

https://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201832951&pdf_id=11
https://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201832951&pdf_id=12


M. Zhang et al.: Reconnection between magnetic cloud and heliospheric current sheet

HCS, and decreasing the angle between the speed direction of
MC and z axis also make the reconnection rate become larger.
The large reconnection rate correspond to the large Cmotor which
means the efficiency of the magnetic energy converted into the
kinetic and thermal energy of plasma. It needs to be noted that
the magnitude of the velocity also affects the beginning time of
reconnection.

In this paper we only attempt to describe the reconnec-
tion process between MC and HCS by means of the numeri-
cal study, and the computational domain here in r direction only
reaches 110Rs. To understand the magnetic reconnection phe-
nomena under interplanetary conditions, it should be necessary
to use the numerical simulation with high accurate and the low
viscosity algorithm. Further work should put emphasis on the
reconnection process in the solar-terrestrial space with a high-
order numerical scheme, then to find the major ingredients which
affect the MC’s final arrival time and strength at Earth.
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